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Improvement in perception takes place within the training session and from one session to the next. The
present study aims at determining the time course of perceptual learning as revealed by changes in auditory
event-related potentials (ERPs) reflecting preattentive processes. Subjects were trained to discriminate two
complex auditory patterns in a single session. ERPs were recorded just before and after training, while
subjects read a book and ignored stimulation. ERPs showed a negative wave called mismatch negativity
(MMN)—which indexes automatic detection of a change in a homogeneous auditory sequence—just after
subjects learned to consciously discriminate the two patterns. ERPs were recorded again 12, 24, 36, and 48 h
later, just before testing performance on the discrimination task. Additional behavioral and neurophysiological
changes were found several hours after the training session: an enhanced P2 at 24 h followed by shorter
reaction times, and an enhanced MMN at 36 h. These results indicate that gains in performance on the
discrimination of two complex auditory patterns are accompanied by different learning-dependent
neurophysiological events evolving within different time frames, supporting the hypothesis that fast and slow
neural changes underlie the acquisition of improved perception.

Perceptual learning is defined as gains in performance on
perceptual tasks as a result of experience-dependent
changes in the properties of neurons and in the functional
organization of the cerebral cortex. Improvement in perfor-
mance has been reported not only during the training pe-
riod after presentation of several trials (Poggio et al. 1992),
but also after several hours (Karni and Sagi 1993) or several
days (Schoups et al. 1995; Schoups and Orban 1996). These
differences in the time course over which perceptual learn-
ing takes place can be explained by neural changes evolving
within different temporal windows. Thus, the improvement
in perceptual sensitivity within the training session is as-
sumed to occur as a result of fast neural changes, probably
reflected by rapid receptive field modulation of cortical
neurons (Gilbert 1994; Kapadia et al. 1994). In contrast, in
the period between sessions, slower neural changes de-
velop in the absence of stimulation. These slower changes
are thought to be the result of reorganization of cortical
representations. Consistent with this hypothesis, physi-
ological studies have found slow behavioral improvements
to correlate with neuronal changes in the somatosensory
(Recanzone et al. 1992a–d), auditory (Recanzone et al.
1993), and visual cortex (Zohary et al. 1994) of monkeys.
The slow neural changes have been indicated to be respon-
sible for the consolidation of information in long-term
memory (see Galván and Weinberger 2002), and might ac-
count for the behavioral improvements several hours after

training, as well as for their maintenance for long time pe-
riods (Karni and Sagi 1993). Nevertheless, the time course
of these neural and behavioral changes in perceptual sensi-
tivity has not yet been established.

Neurophysiological changes underlying behavioral im-
provements in performance on perceptual tasks have been
studied in humans by using event-related potentials (ERPs).
ERPs provide information about the temporal relationship
between the presentation of a stimulus and the correspond-
ing cortical response. The specific temporal relationship
among certain ERP components (e.g., mismatch negativity
[MMN], N2, and P3b) has led to the hypothesis that they
index different but dependent neural events (e.g., the au-
tomatic change-detection process reflected by MMN and
the target-identification processes reflected by N2 and P3b)
that are equivalent to distinct stages of information process-
ing (Novak et al. 1992). Unlike behavioral measures, ERPs
can be used as objective indices of different preattentive
processes. The automatic detection of a change occurring
in a homogeneous sequence, determined by single or ab-
stract characteristics, is reflected by a negative ERP compo-
nent named MMN (Näätänen 1990). The MMN has been
used as an electrophysiological index of short- and long-
term learning-dependent changes in the central auditory
system associated with the automatic discrimination of
single tones (Menning et al. 2000), complex auditory pat-
terns (Näätänen et al. 1993; Koelsch et al. 1999; Tervaniemi
et al. 2001), and speech sounds (Kraus et al. 1995), as well
as with the learning of the native language in infancy
(Cheour et al. 1998) or a foreign language in adulthood
(Winkler et al. 1999). Thus, in one of these studies (Nää-
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tänen et al. 1993), the MMN elicited by changes in complex
auditory patterns became larger as performance on a dis-
crimination task within a single session improved. This pro-
gressive increase of the MMN amplitude in parallel with
improvement in performance is thought to index fast neural
changes evolving within the training session.

The time course of slow neurophysiological and behav-
ioral changes associated with perceptual learning has also
been evaluated using ERPs (Tremblay et al. 1998). In this
study, subjects were trained to discriminate two speech
sounds differing in voice onset time (/ba/ versus /mba/) on
different days. Performance and ERPs were tested on days
after each training session. Behavioral and neurophysiologi-
cal changes showed different time courses. Specifically,
neurophysiological changes were observed to precede be-
havioral improvement. Nevertheless, it was difficult to dis-
sociate, from these results, which neurophysiological
changes were the consequence of fast learning during the
training session and which were the result of slow changes
between sessions. The main goal of the present study is to
determine the time course of learning-related fast (within
session) and slow (between sessions) neural changes by
using variations in the ERPs as electrophysiological mea-
sure.

The fast and slow neural changes underlying the acqui-
sition and consolidation of perceptual learning, respec-
tively, are highly dependent on attention at the time of
encoding (Näätänen et al. 1993; Tervaniemi et al. 2001). In
fact, if subjects attend to the stimuli but not to the aspect
relevant of the stimuli to the task, no improvement is found
(Shiu and Pashler 1992; Ahissar and Hochstein 1993, 2000;
Harris and Fahle 1998). In contrast, ERP studies indicate

that attention is not always necessary at the time of retrieval
(Näätänen et al. 1993; Tremblay et al. 1997, 1998, 2001;
Tervaniemi et al. 2001). Therefore, the improvement in per-
ceptual sensitivity can be evaluated with or without atten-
tion, because the training seems to affect the cortical
memory traces used by the automatic neural mechanisms of
information processing. In the present study, improve-
ments in the preattentive and attentive discrimination of
two complex auditory patterns were measured within the
training session and every 12 h afterward for a period of 48
h from the beginning of the training (see Fig. 1 for a scheme
of the experimental design). Different neural mechanisms
are thought to explain fast and slow changes underlying
behavioral improvement. Consistent with this hypothesis,
different electrophysiological changes within different time
frames are expected to be found in parallel with behavioral
improvement on the discrimination task.

RESULTS

Behavioral Results
Figure 2 shows the number of hits and false alarms (top)
and the Pr index (see Materials and Methods) obtained in
the first and last three blocks of the training session. Pr and
reaction time (RT) obtained at the end of the training phase
(after averaging results obtained in the two last blocks) and
in the remaining phases of study are shown in Figure 3.

Subjects showed an improvement in performance within
the training phase and from one experimental phase to the
next. All subjects reached the established learning criteria
(80% hits and no more than three errors in each of two con-
secutive blocks) after several blocks (between six and 22)

Figure 1 Stimulus and experimental design. A scheme of auditory patterns is shown on the top (left corner). The black bar on the sixth
segment (signaled with a black arrow) denotes the frequency change introduced within the deviant pattern at 225 msec from stimulus onset.
Event-related potentials (ERPs) were always recorded under no-attention conditions in different sessions. Training in the discrimination task
took place in session 1, and performance was tested repeatedly over time after recording ERPs in the remaining sessions using a single block.
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during training. The analyses of variance (ANOVA) showed
significant differences in the Pr values obtained in the first and
last three blocks of the training phase [F(5,45) = 26.35,
P < 0.0001, � = 0.58]. The discriminationwas significantly bet-
ter in the last three blocks compared with the first three
blocks of the training phase [F(5,54) = 15.99, P < 0.0001].
However, RT (measured in the last five blocks of the training
period because only in those blocks did all subjects provided
correct responses) did not vary from one block to another
during training (mean±SD: b1 = 743.2±144.5;
b2 = 733.9±77.7; b3 = 748.9±64.1; b4=721.9±
55.2; b5 = 733.4±91.2). Differences in correct
responses to the target stimulus, as reflected by
Pr, did not significantly differ between the dif-
ferent experimental phases, in part because the
hit percentage required to reach the learning
criterion was very high. However, RT signifi-
cantly decreased across time [F(4,36) = 7.67;
P < 0.0001; � = 0.81]. Responses in test 3 and
test 4 (36 and 48 h, respectively) were signifi-
cantly faster than those obtained during the
training phase (P < 0.04). Therefore, a signifi-
cant additional improvement in performance,
particularly in the speed of information pro-
cessing, was observed after a period of 36 h.

Neurophysiological Results
Superimposed grand-average waveforms for ERPs to stan-
dard and deviant patterns recorded from Fz and T6 deriva-
tions, as well as the difference waves (deviant minus stan-
dard) obtained in each phase of the experiment, are shown
in Figure 4. ERPs elicited by the two types of auditory pat-
terns (standard and deviant) showed the typical P1-N1-P2
complex wave in response to the stimulus onset in all con-
ditions, and a negative wave at ∼ 350 msec after stimulus
onset, which was linked to the sudden decrease in fre-
quency in the sixth segment of the pattern.

As was expected, cortical responses elicited by the de-
viant pattern were significantly different from those ob-
tained for the standard pattern once subjects learned to
consciously distinguish the two complex stimuli. A clear
negative waveform with maximum amplitude over fronto-
central areas (Fig. 5), peaking 150 to 200 msec after the
introduction of the frequency deviance in the sixth seg-
ment, was observed in the difference waves. The reversal
polarity at posterior derivations (T5 and T6) was especially
evident in the last two tests (36 and 48 h), as shown in
Figure 6. Both latency and scalp distribution indicate that
such a negative wave is the MMN. This deviance-related
negativity was significantly different from zero in all experi-
mental phases after the training on the task, as shown in
Table 1. This result indicates that the deviant pattern was
differentially processed from the standard pattern at preat-
tentive level, but only after subjects were able to con-
sciously detect the difference between the two auditory
patterns.

The one-way ANOVA performed to assess changes in
the MMN amplitude at Fz between experimental phases
yielded significant differences [F(5,45) = 16.9; P < 0.00001;
� = 0.55]. Although there was a progressive increase in
MMN amplitude with the passage of time (Fig. 4; Table 1),
post-hoc tests revealed that the MMN recorded in test 3 and
test 4 (36 and 48 h after training) was significantly larger
than that obtained in test 1 and the posttraining phase

Figure 3 Mean Pr discrimination index (hit rate minus false alarm rate) and mean
reaction times obtained at the end of the training phase and in the different tests (t1,
t2, t3, t4). The training condition results from averaging data of the last two blocks in
the training phase.

Figure 2 (Top) Mean hits and false alarms obtained for the first
(b1, b2, b3) and last three blocks (b4, b5, b6) of the training phase.
(Bottom) Mean Pr discrimination index obtained in the first and last
three blocks of the training phase. Pr was computed by subtracting
the false alarm rate from the hit rate.
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Figure 4 (Left and right) Superimposed grand-average event-related potentials (ERPs; n = 10) to standard (thin line) and deviant (thick line)
stimuli at Fz and T6, respectively. (Middle) Grand-average difference waves at Fz and T6 obtained by subtracting ERPs to the standard tone
from ERPs to the deviant tone.
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(P < 0.00001). In relation to the speed of preattentive pro-
cessing measured as changes in the MMN latency, the
ANOVA yielded no significant differences among phases.

The MMN was not the only ERP component showing
learning-related changes in its amplitude. P2 was also found
to increase its amplitude with the passage of time (Fig. 4;
Table 2). The ANOVA confirmed the existence of significant
differences among phases [F(5,45) = 9.6, P < 0.00005,
� = 0.74]. Post-hoc analysis showed that the P2 amplitude
was significantly larger from test 2 forward, that is, begin-
ning 24 h after the training session and thereafter
(P < 0.005). Changes in P2 amplitude were not accompa-
nied by significant changes in N1 amplitude. ANOVA
yielded no main effect of the experimental phase on the
amplitude of this negative potential.

Training-induced effects observed on P2 amplitude
could be the result of an increase in a superimposed posi-
tive component. Individual waveforms for the standard pat-
terns revealed two separated positive waves in five subjects
within different temporal windows: an early positivity with
a peak latency of ∼ 150 to 200 msec from the stimulus onset,
and a later positive component peaking between 275 and
330 msec from stimulus onset. Both components showed
maximum amplitude at frontocentral locations, larger over
the right hemisphere, and reversal polarity at temporal deri-
vations, especially clear in the case of P2. The remaining
subjects showed either one positivity at the P2 interval

(n = 2) or a slower positivity that extended until the end of
the second above-mentioned late positive wave (n = 3). The
early positive wave corresponding to the obligatory P2 com-
ponent showed the same topographic distribution across
time, as confirmed by the absence of a significant
electrode × phase interaction. This ANOVA was performed
after scaling the voltage for each electrode and experimen-
tal condition by dividing by the square root of the sum of
the squares of the voltage values at all electrodes (McCarthy
and Wood 1985). The amplitude of the late positivity, mea-
sured in all subjects as the maximum positive value be-
tween 275 and 320 msec from stimulus onset at F4 (right
frontal), showed its maximum amplitude at 48 h after train-
ing (Fig. 7; Table 2), but this increase did not reach statis-
tical significance. The fact that training mainly affected the
P2 amplitude and that its topographic distribution remained
constant with the passage of time indicates a genuine effect
of training on this obligatory component. However, a pos-
sible contribution of a slower superimposed positive com-
ponent to this enhanced P2 cannot be ruled out from the
present results.

Correlation between Behavioral
and Neurophysiological Results
Because changes in MMN amplitude have been shown to
predict variations in hit rates and RT (Aaltonen et al. 1994;
Tiitinen et al. 1994; Kraus et al. 1996; Amenedo and Escera

Figure 5 Scalp topography of the grand-average difference waveforms (n = 10) obtained at all recording sites in the pre- and post-training
conditions in session 1 by subtracting the event-related potentials elicited by the standard pattern from the event-related potentials elicited
by the deviant pattern. The vertical line (dashed line) indicates the introduction of the frequency change within the deviant pattern.
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2000; Menning et al. 2000), a correlation analysis between
changes in MMN amplitude and changes in the RT and Pr
was conducted separately. A negative correlation was found
between the MMN amplitude and the Pr discrimination in-
dex (r = −0.83, P < 0.08), indicating that voltage values of

MMN were more negative (i.e., increased amplitude) as Pr
increased. A positive correlation accounted for the relation-
ship between the MMN amplitude and RT (r = 0.84,
P < 0.07), indicating a shortening of RT as the MMN became
larger. In both cases, the correlation coefficient (r) was

Figure 6 Scalp topography of the grand-average difference waveforms (n = 10) obtained at all recording sites at 12, 24, 36, and 48 h after
training by subtracting the event-related potentials elicited by the standard pattern from the event-related potentials elicited by the deviant
pattern. The vertical line (dashed line) indicates the introduction of the frequency change within the deviant pattern.
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quite high, although it failed to reach statistical significance,
indicating that the time course for behavioral and neuro-
physiological changes were not identical.

Individual Differences
Figure 8 shows the gain in MMN and P2 amplitudes during
the post-training phases compared with the pretraining
phase, as well as gains in RT reached in each test session
compared with the mean RT obtained in the last two blocks
of the training session for all subjects. The mean value for
the group was also superimposed. Eight out of 10 subjects
showed an increase in MMN amplitude just after training in
session 1. The additional increase in MMN amplitude was
observed at 24 h after training for one subject and at 36 h
for the remaining subjects except one, who showed no
changes across time (denoted by an empty diamond). Simi-
lar amplitude values were observed at the 48-h test except
with three subjects, whose MMNs were quite similar to

those obtained at 24 h. The results for P2 were
less homogeneous across time. Seven subjects
showed an enhanced P2 at 24 h that was main-
tained at 48 h but not in the 36-h test, in which
half of the subjects showed a small decrease in
P2 amplitude. Regarding RT, one subject
showed a huge decrease in the first test (12 h),
whereas six of the remaining subjects reached
the lowest RT values when they were tested 36
h after training. RT was maintained at the same
level in the last test except for one subject, who
recovered the values obtained in previous tests.

DISCUSSION

Effects of Fast and Slow Neural Changes on
Attentive Processing
Intensive training on discrimination of complex auditory
patterns within a single session produced fast and slow
behavioral changes. The fast improvement was shown by an
increased ability to detect the deviant stimulus across the
blocks during the training phase, as revealed by an increase
in the number of correct responses to the deviant pattern
(hits) and a decrease in the number of responses to the
standard pattern (false alarms). Because of the ceiling effect
reached in the training phase, the training-related slow

Table 2. P2 and Late Positivity Mean Amplitudes

Phases
Mean
(µV)

Standard
error

Confidence interval

Inferior
limit

Superior
limit

P2
Pre-training 1.24 0.33 −1.15 2.42
Post-training 1.16 0.34 0.00 3.03
Test 1 (12 h) 1.28 0.27 0.37 3.06
Test 2 (24 h) 2.40 0.34 0.97 4.16
Test 3 (36 h) 1.89 0.23 0.79 3.06
Test 4 (48 h) 2.57 0.38 1.37 4.74

Late positivity
Pre-training 1.04 0.51 −1.81 2.69
Post-training 1.08 0.46 −1.52 3.05
Test 1 (12 h) 1.00 0.44 −0.96 3.48
Test 2 (24 h) 1.55 0.28 0.05 2.54
Test 3 (36 h) 1.59 0.38 0.25 3.66
Test 4 (48 h) 2.21 0.50 0.32 5.04

Standard error, and estimates of confidence interval around the
mean measured at Cz and F4, respectively.

Figure 7 Superimposed grand-average (n = 10) event-related po-
tentials to standard patterns at Fz, Cz, and T6 for all experimental
conditions. The early (P2) and late positive waves are indicated
with two black arrows in the panel corresponding to the test at 48
h after training.

Table 1. Mismatch Negativity Mean Amplitudes

Phases
Mean
(µV)

Standard
error

Confidence interval

t P
Inferior
limit

Superior
limit

Pre-training −0.02 0.12 −0.61 0.56 −0.17 0.87
Post-training −1.35 0.23 −2.61 −0.58 −5.95 0.0002
Test 1 (12 h) −1.37 0.18 −2.40 −0.69 −7.54 0.0001
Test 2 (24 h) −1.83 0.25 −3.41 −0.42 −7.20 0.0001
Test 3 (36 h) −2.36 0.19 −3.23 −1.23 −12.33 0.00001
Test 4 (48 h) −2.07 0.28 −3.23 −0.76 −7.42 0.0001

Standard error, and estimates of confidence interval around the mean.
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changes in performance were revealed after 36 h only by a
shortening of RT, indicating an increase in the processing
speed for consciously detecting the deviant pattern.

Fast and slow behavioral improvements have previ-
ously been reported in the visual (Polat and Sagi 1994;
Schoups et al. 1995; Ahissar and Hochstein 1996) and so-
matosensory modalities (Sathian and Zangaladze 1997), as
well as in the learning of motor skills (Karni et al. 1995;
Brashers-Krugh et al. 1996; Shadmehr and Holcomb 1997;
for a review, see Karni et al. 1998). These two stages in the
acquisition of improved perception were first indicated by
Karni and Sagi (1993). They reported changes in the per-
formance on a texture discrimination task during the prac-
tice session and an additional improvement 8 h after the last
training session. These investigators referred to this latent
phase of learning as the “consolidation process.” The main
difference between this previous study and the present
study is the different time period during which the consoli-
dation process took place. This process has been reported
to vary from several hours to several weeks. This variability
in the time course of learning seems to depend on the
experimental design (e.g., task difficulty and amount of

training) rather than on the sensory modal-
ity or the locus of the learning-dependent
changes (for review, see Karni and Bertini
1997).

Effects of Fast and Slow Neural
Changes on Preattentive Processing
One hypothesis that may be derived from
the behavioral results is that different corti-
cal responses with different time courses
occur as a consequence of training. Fast
neurophysiological changes evolving across
stimulus blocks were manifested by the
elicitation of MMN by the deviant pattern
just after the training phase. In the absence
of additional stimulation, slow neural
changes, which are thought to underlie the
consolidation process of perceptual learn-
ing, were revealed by two different neuro-
physiological changes several hours after
the training session: First, there was a sig-
nificant increase in P2 amplitude 24 h after
the training phase; second, there was a sig-
nificant additional increase in MMN ampli-
tude for deviant patterns 36 h later.

Effects of fast neural changes on preat-
tentive processing are consistent with prior
results using the same complex auditory
patterns (Näätänen et al. 1993). In this pre-
vious study, MMN amplitude increased dur-
ing the course of the session only in those
subjects whose discrimination performance

also improved as the session progressed. When the same
amount of stimuli were presented but subjects were not
asked to consciously discriminate the two auditory patterns,
the deviant stimulus elicited a small MMN that did not un-
dergo any further increase during the course of the session
(Näätänen et al. 1993). In accordance with this electro-
physiological result, the performance at the end of the ses-
sion was also very poor. Likewise, Tervaniemi et al. (2001)
found that even accurate subjects like musicians have to
listen to the sounds consciously before their auditory cortex
could detect changes in melodic patterns under no atten-
tion conditions. Taken together, these results indicate that
at least in an initial stage, attention is a necessary condition
for inducing the earliest neural changes that will affect both
preattentive and attentive processing, as well as the subse-
quent slow neurophysiological changes underlying the con-
solidation process. This hypothesis is supported by neuro-
physiological results obtained in the somatosensory modal-
ity (Recanzone et al. 1992d). In this study, the investigators
observed changes in the sensitivity of cortical neurons
while monkeys practiced a somatosensory discrimination
task, but no changes were found when the skin surface was

Figure 8 Training-induced changes. Superimposed individual (thin lines with different
symbols) and group (thick line without symbol) data. Changes in mismatch negativity
(MMN) and P2 amplitudes (left and middle columns) in all post-training phases com-
pared with the pre-training phase. Reaction times in the different tests as compared with
mean reaction times obtained in the last two blocks of the training session.

Time Course of Perceptual Learning
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passively stimulated. Behavioral results obtained in the vi-
sual modality also support the role of attention in the ac-
quisition of perceptual learning in nonexpert humans
(Ahissar and Hochstein 1993, 2000; Joseph et al. 1997;
Braun 1998). For example, Joseph et al. (1997) found im-
pairments in detecting orientation oddballs by the addi-
tional imposition of an attention-demanding rapid serial vi-
sual presentation task involving letter identification. These
findings together with the present results indicate that a
change in a stimulus feature can be preattentively detected,
and that attention is critical in triggering the earliest neural
changes that improve preattentive processing and subse-
quently guide stimulus information from this early stage of
processing to an eventual perceptual awareness.

Training-related slow changes were revealed at preat-
tentive level by changes in different ERP components. A
significantly enhanced P2 was observed to occur 24 h after
the training session. This was followed by an additional
increase in the MMN amplitude at 36 h. From this neuro-
physiological activity pattern, two different stages of pro-
cessing that are affected by auditory perceptual learning can
be hypothesized: an earlier one occurring before the devi-
ance was introduced in the auditory pattern, and another
later one, specifically associated with the frequency devi-
ance. The increase in P2 might be indexing learning-depen-
dent changes in the coordinated activity of a dynamically
associated ensemble of cells that represents a particular
constellation of features characterizing both auditory pat-
terns (Singer 1995). The level of auditory processing in-
dexed by the P2 component indicates that such changes
might happen in primary auditory cortex (Vaughan et al.
1980). The subsequent increase in MMN amplitude might
be indexing changes in the coordinated activity of an en-
semble of cells that specifically respond to the frequency
deviance within the pattern. Unlike P2, nonprimary subdi-
visions of the thalamus and auditory cortex are thought to
be involved in generation of MMN (Kraus et al. 1994a,b).

Our findings are consistent with results obtained in
monkeys that were trained to discriminate the temporal
features of a tactile stimulus (Recanzone et al. 1992a,c,d). In
these experiments, progressive improvements in perfor-
mance were correlated with increases in the size of recep-
tive fields (Recanzone et al. 1992c) and with cortical rep-
resentational changes (Recanzone et al. 1992a,d). Neverthe-
less, behavioral improvement was mainly accounted for by
a progressive change in the distributed response coher-
ences of neurons that represent behaviorally important
stimuli in cortical area 3b (Recanzone et al. 1992d). This
increase in neuronal coherence is hypothesized to result
from an increase in the strength of positive coupling across
the cortical network (for review, see Merzenich and
Sameshima, 1993). According to this hypothesis, the first
increase in MMN amplitude observed in the post-training
phase would be the result of increased temporal coherence

in cortical neuron activity that results in the formation of a
distributed cell assembly. With the passage of time, the
coupling of this cell assembly becomes progressively stron-
ger, leading to a larger temporal coherence, as revealed by
a second increase in MMN amplitude.

Interestingly, the present study yielded no experience-
dependent changes in the N1 component. However, previ-
ous studies reported experience-induced changes in the
magnetic counterpart of N1 (N1m) to single tones after
seven training sessions in which subjects learned to detect
deviant tones differing from the standard tone by progres-
sively smaller frequency shifts (Menning et al. 2000). A pos-
sible explanation for these apparently contradictory results
could rely on the different stimulation used in the two stud-
ies. Menning et al. (2000) presented pure tones of 1,000 Hz
as standard stimulus and small frequency changes of that
tone as deviant stimuli. Unlike complex auditory patterns,
information required for the correct discrimination of single
tones differing in frequency is provided at the beginning of
the stimulus, and the enhanced N1 after several training
sessions might reflect changes in the processing of the re-
petitive stimulus as a result of practice. In our case, how-
ever, the correct discrimination of the deviant pattern prob-
ably relies on the spectrotemporal organization of stimulus
(i.e., integration or segregation of high and low tones within
the pattern), which cannot be fully extracted from the ini-
tial part of the auditory pattern. An alternative explanation
could also arise from the different experimental designs
used in both studies. Our subjects were exposed to a single
training session and required to reach a very good perfor-
mance at the end of the session. However, subjects in the
Menning et al. study were exposed to 15 daily training ses-
sions, and performance progressively improved across ses-
sions. It is possible that the ceiling effect reached in the first
training session in the present experiment prevented the
increase in N1 amplitude observed by Menning and col-
leagues (2000). In agreement with this hypothesis, Cansino
and Williamson (1997) found a decrease in the N1m after
200 discrimination training sessions, probably as a conse-
quence of a saturation effect, which was interpreted as re-
flecting the use of less resources for the automatic process-
ing after extensive practice.

Previous studies that reported learning-dependent neu-
rophysiological changes were focussed either on short-term
effects (Näätänen et al. 1993) or on long-term effects (Karni
et al. 1995; Kraus et al. 1995). The time course of these
neurophysiological changes has been assessed in two stud-
ies (Tremblay et al. 1998; Menning et al. 2000). In one of
them, the investigators used different training sessions and
tested ERPs and performance in the days after the training
sessions (Tremblay et al. 1998). As a consequence, they
were not able to determine which of training-associated
changes were owing to the fast component and which to
the slow component of perceptual learning. In the other
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study, the above-mentioned study of Menning et al. (2000),
neuromagnetic fields were recorded before training, after
seven training sessions, at the end of the training (after 14
sessions of training), and 3 weeks later. As in the study of
Tremblay and coworkers (1998), changes in the magnetic
counterparts of ERPs, specifically in N1m and MMNm, re-
lated to fast and slow neural changes could not be dissoci-
ated. Therefore, this is the first study that provides different
objective indices of the time course of fast and slow neural
changes underlying behavioral improvements in an auditory
perceptual task in humans. Nevertheless, given that sub-
jects repeated the discrimination task after each ERP record-
ing session, we cannot rule out the possibility that changes
in electrophysiological and behavioral measures stem from
the previous discrimination sessions. Against these car-
ryover effects, in a recent study developed in our laboratory
(M. Atienza, J.L. Cantero, E. Dominguez-Marin, R.M. Salas,
and R. Stickgold, in prep.), we found a highly significant
increase in MMN amplitude with the same auditory patterns
used in the present experiment at 48 h after training in the
same discrimination task, when no extra stimulation was
presented in between. These results support the hypothesis
that additional neurophysiological changes evolve in the time
frame following the training period that, in turn, may lead to
an improved information processing at preattentive level.

Top-Down Influences on Preattentive
Auditory Processing
Evidence from ERP studies performed in the auditory mo-
dality indicates that information can be accessed from long-
term memory to improve sensory processing. These top-
down effects have been divided into short- and long-term
effects (Pantev and Lütkenhöner 2000; Schröger 2000). In
the present study, intensive training in one single session
exerted short- and longer-term effects on attentive and pre-
attentive processing. We hypothesize that the training-de-
pendent behavioral and electrophysiological changes found
within different temporal windows index changes in the
accuracy of memory traces available in short-term memory.
Thus, the increase observed in P2 amplitude 24 h after
training might be reflecting the contents of short-term
memory as a result of gathering information from different
memory systems. This interpretation is supported by a pre-
vious study in which P2 was found to increase its amplitude
in a linear way with memory load (Conley et al. 1999). In
this study, a list of digits that varied in size was presented
and followed by a probe digit. In one condition, subjects
were required to remember whether such a probe digit was
or not previously presented. In the other condition, sub-
jects ignored the digits of the list and reported if the probe
digit was odd or even. P2 amplitude to probes increased
with the amount of digits in the list only in the memory task.
This result indicates that P2 amplitude is dependent on the
amount of information contained in short-term memory dur-

ing memory scanning (for similar results, see Wolach and
Pratt, 2001). In the present study, short-term memory, in-
cluding elements of sensory and longer lasting memories,
might underlie the observed increase in P2 amplitude. The
information provided by longer lasting memories might im-
prove the quality of the memory trace pattern contained in
short-term memory, facilitating the change detection pro-
cess reflected in the enhanced MMN. Previous studies have
reported this top-down effect on preattentive processing
indexed by an increase in the P2 (associated to improved
speech perception; see Tremblay et al. 2001) and MMN
amplitude (Näätänen et al. 1993, 1997; Tremblay et al.
1998; Koelsch et al. 1999; Tervaniemi et al. 2001), and
support the assumption that information not only flows
from sensory memory toward other memory systems, but
that the flow of information is also possible in the reverse
direction (Schröger 2000).

In conclusion, different behavioral changes and corti-
cal responses with different time courses were observed as
a result of training on an auditory perceptual task. Our find-
ings support the hypothesis that perceptual learning is ac-
quired in two different stages (Karni and Sagi 1993; see also
Sagi and Tanne 1994; Karni et al. 1998). The earliest neural
changes took place during training, after the presentation of
several stimulus blocks. Such changes are thought to affect
not only preattentive and attentive processing just after
training, but also the subsequent slow neural changes evolv-
ing in the absence of additional stimulation for a period of
several hours. These slow neural changes are assumed to
underlie the consolidation process whereby information is
stored in long-term memory (Karni and Sagi 1993). As a
consequence of this consolidation process, the effects of
slow changes on different stages of processing were found
before and after the frequency change was introduced
within the auditory pattern. The neurophysiological
changes before frequency deviance, reflected by an en-
hanced P2, might index the activation of information from
sensory and longer lasting memories in short-term stores.
These differences in the contents of short-term memory,
guided by top-down mechanisms, might improve the
memory trace of the standard auditory pattern, facilitating
the activation of the change-detector mechanism to the fre-
quency-deviance within the pattern, as revealed by an en-
hanced MMN. According to generators of these cortical re-
sponses (P2 and MMN), fast and slow neural changes un-
derlying the learning of the present auditory discrimination
task would develop in primary and secondary subdivisions
of the auditory pathway.

MATERIALS AND METHODS

Subjects and Experimental Design
Ten healthy adult subjects (five men and five women; age range, 18
to 30 years) participated voluntarily in the present study. Written
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informed consent was obtained from each one before the experi-
ment. All subjects were screened for health status with a structured
medical interview. Medical illness, psychiatric/psychological distur-
bance, substance abuse, and/or neurological disorders were criteria
for exclusion. Subjects were asked to refrain from caffeine, alcohol,
and medication during the 48 h before the experiment and on the
days of experiment.

Stimuli
Subjects were presented with two complex auditory patterns com-
posed by segments of different frequencies. These stimuli were
previously well established in psychophysical and electrophysi-
ological research (Watson et al. 1975; Spiegel and Watson 1981;
Espinoza-Varas and Watson 1989; Schröger et al. 1992; Näätänen et
al. 1993; Schröger 1994; Atienza and Cantero 2001). The standard
stimulus (87%) consisted of eight segments of 50 msec (including
rise and fall times of 5 msec), each one of a different frequency
(720, 500, 638, 1040, 117, 565, 815, 920 Hz). Fall and rise of
consecutive segments overlapped. The same segments were used
for the deviant pattern (13%), except the sixth (650 Hz instead of
565 Hz). The total duration of each pattern was 365 msec, and the
frequency deviance was introduced 225 msec after the stimulus
onset. An example of the stimulus pattern is included in Figure 1,
in which the black segment added to the sixth segment denotes the
frequency increase for the deviant pattern. Stimuli were delivered
binaurally via airtube earphones (Etimotic Research, Model ER-3A),
with an intensity of 70 dB SPL. A total of 200 stimuli (26 deviant
stimuli) were pseudorandomly (two deviant patterns were always
separated by at least two standard patterns) presented in each
block with an interstimulus interval of 975 msec; the duration of a
block was 4.5 min.

Procedure

Discrimination Training
Subjects were trained on the discrimination of two auditory pat-
terns in a single session. They had to respond to the deviant stimu-
lus by pressing a key as quickly as possible. The training phase
began with a block of 25 stimuli as probe. Subsequently, blocks of
200 stimuli each were presented. Every subject was presented with
a minimum of six blocks, but the total number of blocks varied
between six and 22 (mean±, 9.5±4.8), depending on subjects to
reach a previously established learning criteria: 80% hits (correct
responses to the deviant pattern) in each of the two consecutive
blocks with a maximum of three false alarms (responses to the
standard pattern). Feedback was provided at the end of each block.
Although feedback has been found not to be necessary for percep-
tual learning (Ball and Sekuler 1987), some studies have reported
different effects on learning with and without feedback (Shiu and
Pashler 1992; Fahle and Edelman 1993). For example, Shiu and
Pashler (1992) reported improvements in the performance from
one session to the next, but not within each session, under no-
feedback conditions. In contrast, no differences were found when
subjects were presented trial-to-trial or block-to-block feedback. To
avoid changes in performance from one session to the next as the
consequence of lacking feedback, subjects in the present study
were informed about their hit and false alarm percentages after
each block.

Discrimination Tests
Performance in the task was tested every 12 h for a period of 48 h,
in four sessions. In the test phase, only one block of 200 stimuli was

delivered. Subjects were tested using the same oddball stimulus
sequences and the same response task used during training. How-
ever, no feedback was given at the end of the block. Figure 1
schematically shows the procedure of the experiment under con-
ditions of attention and no attention.

ERP Recordings
ERPs to auditory patterns were always recorded while subjects read
a book of his/her own choice and ignored stimuli. ERPs to nine
stimulus blocks were recorded before and after the training phase
(these two phases were termed pre- and post-training phases). The
other four phases were termed test 1, test 2, test 3, and test 4, and
took place 12, 24, 36, and 48 h, respectively, after the beginning of
the pre-training phase. In the test phases, ERPs were also recorded
under ignore conditions (nine blocks) just before testing the per-
formance on the discrimination task. ERP recording always began
at 9:00 a.m. or 9:00 p.m. depending on the session (see Fig. 1). The
first session lasted at about 2.5 to 4 h, and the remaining sessions
lasted 1 h each.

Electrophysiological Recordings
Electroencephalographic (EEG) activity was recorded in an acous-
tically shielded room from Ag/AgCl scalp electrodes placed at 19
different locations according to the 10 to 20 system (Fp1, Fp2, F7,
F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, T6, O1, and O2).
An electrode placed on the tip of the nose was used as reference.
Vertical and horizontal ocular movements were also recorded, with
two pairs of electrodes placed above and below the left eye sepa-
rated by 1 cm from the outer canthi of both eyes, respectively.
Electrophysiological activity was amplified and digitized by a
MEDICID 4 system (Neuronic) at 250 Hz, and low- and high-band-
pass filtered at 0.1 and 40 Hz (−3 dB points of a 24 dB/octave
roll-off curve). Impedance of all electrodes was kept below 5,000
ohms.

For each artifact-free trial, an epoch of 800 msec, including a
100-ms prestimulus baseline, was selected. Trials with artifacts ex-
ceeding ±100 µV were rejected from analyses. Trials immediately
after deviant stimuli were not included in the average because they
can elicit small MMNs. The first five trials of each stimulus block
were excluded from analyses. Before averaging, the signals were
digitally filtered with a cutoff frequency of 30 Hz (−3 dB), and the
drift artifacts were corrected by using linear detrending. Separate
ERPs from individual subjects were computed for each type of
stimulus pattern (standard and deviant) as well as for each experi-
mental phase (pre-training, post-training, test 1, test 2, test 3, and
test 4).

Data Analysis

Behavioral Data
Two measures of performance were obtained: (1) an index of rec-
ognition memory performance based on the hit rate and false alarm
rate, and (2) RT. Given that subjects were required to develop a
high hit percentage during the training phase, improvements in the
recognition memory were not expected to be significantly different
in the remaining experimental phases. RT was measured to assess
possible improvements in the speed of the information processing
with the passage of time.

To measure the recognition memory, we used the discrimina-
tion index Pr based on the two–high-threshold model (Snodgrass
and Corwin 1988). This model defines discrete memory states
(standard recognition, deviant recognition, and uncertainty) rather
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than a continuum of familiarity or memory strength like in the case
of signal detection models. The Pr index provides a measurement of
true recognitions of the standard and deviant patterns correcting the
probability of lucky guesses from the uncertain state. Pr was com-
puted by subtracting the false alarm rate (FA) from the hit rate (H).

Pr = H − FA

The hit rate is the probability of responding correctly to the
deviant stimulus, and the false alarm rate is the probability of re-
sponding to the standard stimulus. Both hit and false alarm rates
were corrected by adding 0.5 and dividing by the number of devi-
ant or standard stimuli plus 1.

H = (#hits + 0.5)/(#deviant + 1)

FA = (#false alarms + 0.5)/(#standard + 1)

Differences in the Pr discrimination index and RT obtained in
the two last blocks of the training session and in the remaining
sessions were assessed using two separate one-way ANOVAs with
repeated measures.

Electrophysiological data
The MMN amplitude and latency were measured in the “difference
wave” obtained by subtracting ERPs to the standard pattern from
ERPs to the deviant pattern. In each phase of the experiment and
for each individual subject, the maximum peak of the MMN was
obtained at Fz between 370 and 505 msec from the stimulus onset
(145 to 280 msec from the introduction of the frequency deviance).
MMN amplitude was measured as the mean voltage within a tem-
poral window of 24 msec (12 msec before and after the maximum
negative peak) minus the mean voltage value obtained between the
stimulus onset and the introduction of the frequency deviance (225
msec). MMN latency was defined as the time from deviance onset
to the maximum negative peak.

Two-tailed t tests were used to determine whether the mean
amplitudes within the temporal window of MMN differed signifi-
cantly from zero. Differences in amplitude and peak latency in each
condition were assessed using two different one-way ANOVAs with
repeated measures, including phases (pre-training, post-training,
test 1, test 2, test 3, test 4) as within-factor. Significance levels of
the F ratios were adjusted with the Greenhouse-Geisser correction.
Post-hoc analyses (Newman-Keuls test) were performed to assess
the main effects.

Visual inspection of the obtained waveforms revealed another
time window ( ∼ 180 msec from the stimulus onset) within which
the ERPs seemed to differ among phases. The latency and polarity
of the wave indicated changes in P2 amplitude. Because changes in
P2 use were to be associated to changes in N1, the amplitude of
these two potentials were measured within temporal windows of
90 to 150 msec from stimulus onset for N1, and of 140 to 220 msec
for P2. In both cases, the amplitude was analyzed for the standard
pattern. N1 amplitude was defined as the maximum negative peak
and P2 amplitude as the maximum positive peak relative to pre-
stimulus baseline at Cz derivation (at which these potentials reach
their maximum). The voltage values for N1 and P2 were introduced
in two separate one-way ANOVAs of repeated measures, respec-
tively, to study differences between experimental phases.
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